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Agenda

Gain familiarity with generating and using vector 

embeddings with techniques such as Word2Vec, GloVe, 

BERT, and other deep learning models.

Understand the indexing mechanisms used in vector 

databases, such as HNSW (Hierarchical Navigable Small 

World), LSH (Locality-sensitive hashing ), and IVFFlat 

(Inverted File with Flat compression).
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Embeddings vectorization



Word2Vec1,2
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1Efficient Estimation of Word Representations in Vector Space. 

Tomas Mikolov, Kai Chen, Greg Corrado, Jeffrey Dean. 2013.
2Distributed Representations of Sentences and Documents. 

Quoc Le, Tomas Mikolov. 2014.



GloVe

• GloVe is an unsupervised learning algorithm for obtaining 

vector representations for words. Training is performed on 

aggregated global word-word co-occurrence statistics from 

a corpus, and the resulting representations showcase 

interesting linear substructures of the word vector space.

• Nearest neighbors

• Linear substructures
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source: https://nlp.stanford.edu/projects/glove/



BERT1,2  (Bidirectional Encoder Representations 
from Transformers)

• BERT a bidirectional transformer pretrained using a combination 

of masked language modelling objective and next sentence 

prediction on a large corpus comprising the Toronto Book 

Corpus and Wikipedia

• jointly conditioning on both left and right context in all layers

• can be fine-tuned with just one additional output layer
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1https://huggingface.co/docs/transformers/en/model_doc/bert
2BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. Jacob Devlin, Ming-Wei 
Chang, Kenton Lee, Kristina Toutanova. 2018.



Other learning models: Vectorization in 
quantum natural language processing
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images: https://cqcl.github.io/lambeq



Indexing in VDBMs
approximate 

nearest 

neighbor 

search



Hierarchical Navigable Small World1

• Graph-based approximate 
nearest neighbor search 
technique

• Fully graph-based, without 
any need for additional 
search structures

• Consists of layers of graphs
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1Efficient and robust approximate nearest neighbor search using Hierarchical Navigable Small 
World graphs. Yu. A. Malkov, D. A. Yashunin. 2020.



Locality-sensitive hashing (LSH)

• Hashing technique that hashes similar input items into the 

same "buckets" with high probability
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MinHash

• MinHash is a method for estimating how 

similar two sets are

• MinHash takes the minimum hash value of 

all the elements in the set
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Inverted file with flat 
compression

• When querying, find a centroid, then the 

closest data point in the centroid

• PostgreSQL's pgvector extension to 

speed up similarity searches
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https://www.timescale.com/blog/nearest-
neighbor-indexes-what-are-ivfflat-indexes-in-
pgvector-and-how-do-they-work/

https://towardsdatascience.com/similarity-
search-with-ivfpq-9c6348fd4db3



Conclusion

• Word2Vec, GloVe, Hierarchical Navigable Small Worlds, 

Locality Sensitive Hashing, and Inverted files with flat 

compression share the common goal of efficient 

representation, storage, and retrieval of high-dimensional 

vector data
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