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01. Vectors &
Vectorisation




What is a vector?

=> An array of numbers:
[0.03712432,0.030104533,0.079726376,0.03848225]

- A vector that represents some data object is called a vector
embedding.

- Vectorisation: The process of converting some data object,
e.g. animage, a video, or a JSON document, into a vector

embedding.

==
=

[[0.0618615,-0.534259, 0.545717],
[-0.6649279,-0.590766,-0.9606892],
[-0.468922, 0.3946947,-0.8946314],
[-0.2190834, 0.3915435, 0.5040905],
[0.2973618, 0.9794774, 0.7686151],
[0.8759577, 0.9395101, 0.7044962],
[0.0140189,-0.1538083,-0.5995125],
[0.0130325, 0.1164392,-0.2760475],
[-0.8062036,-0.0230114, 0.6596168]]



Vectorisation =

- In theory: We might want each value in a vector embedding to represent some meaningful attribute of the

original object. For instance:

—>  [1920,1080]




If we were to plot these vectors:
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Vectorisation =

- In practice: We use pre-trained models specifically designed to create embeddings. Examples of pre-trained
models include:

+ text-embedding-3-small and text-embedding-3-large by OpenAl for text e.g., raw text, code, json, etc.

+ ResNet50 for images

+ ImageBind by Meta Al for images, video, audio, text, depth, thermal and inertial measurement units

These models are either:
+ Open-source and can be run locally as part of a Vector DBMS;

+ Proprietary and only accessible via API.




02. VDBMS

- In a Relational DBMS, each record is a row, multiple rows
make up a table, and multiple tables make up a database.

- In a Vector DBMS, each record is a vector embedding,
multiple vector embeddings make up an embedding space.
=> AVDBMS is a DBMS for managing embedding spaces. It

supports storing and retrieving vector embeddings, and each

record can contain, in addition to the vector embedding, some

metadata and the original data, also called a payload.
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i Queries i
A VDBMS typically consists of: (Attribute | (k-NN) (ANN) (Hybrid )
- A query processor, which supports query types such as: (Data Manip.) (Range)) Batch) (Muit) P
e N
+ k-nearest neighbor (k-NN) queries Operators
. . ) (Ins |[ Up |( Del ][ Sort/Top-K ][ Table Scan |
+ Approximate nearest neighbor (ANN) queries (Embed) (Proj) (dx Scan) (Fiybrid Scan)
L )
+ Hybrid queries ( QueryOptimizer J( Query Executor )
+ Multi-vector queries Storage Manager

Search Indexes
(LSH | (IVF ] (k-d ][RP | (KGraph] (EFANNA|[NSG |

=

(L2H |[FLANN J[ANNOY](FANNG | (HNSW|( NGT )

+ Aggregate queries

- A storage manager, which stores and indexes vectors for

faster retrieval.
( Vector Storage )

- Optionally, embedding models.




VDBMS Workflow

The Frogs: "Shall I crack any of those..."
The Knights: "Oh! alas! alas! alas!..." "Find the most tragic plays."
Antigone: "Ismene, dear sister, You..."

VDBMS

query

insert

Application

A

Vectorization Vectorization

h

indexing

insert query

return results

The Frogs: PS8 =T &\\\\

1. Antigone

The Knights: [6, 7, 0, ...] Search vector: [9, -3, 3, ...]
2. The Knights

Antigone: 4R b5 i Rl |



Popular VYDBMSs

License First release Querying with metadata
Pinecone Proprietary 2021 rich expressions
Chroma Apache 2.0 2023 rich expressions
Milvus Apache 2.0 2019 rich expressions
Weaviate BSD 3-clause/proprietary 2019 supported
Qdrant Apache 2.0/proprietary 2022 rich expressions
Deep Lake Apache 2.0/proprietary 2019 rich expressions
Integration Querying Example use-cases
Pinecone OpenAl, LangChain, others Java, Python, C#, several others chatbots, image search
Chroma LangChain, Llamalndex JavaScript, Python, Ruby, others chatbots
Milvus OpenAl, LangChain, others Java, Python, Go, Node.js chatbots, image/audio/video search
Weaviate OpenAl, Cohere, PalL.M Java, JavaScript, Python, Go, GraphQL chatbots, image search
Qdrant OpenAl, LangChain, others Python, JavaScript, Go, Rust chatbots, image search

Deep Lake

Llamaindex, LangChain

Python, SQL-like TQL

image search




03. Similarity Search

We can perform similarity search on anything that can be
vectorised:

- Documents

- Images and videos

- Audio

In practice, this means that VDBMSs can be used (and have
been used) in:

- Storing and comparing molecular structures

- Recommendation systems

- Facial recognition

- Speech recognition




04. Image Search Demo

- Idea: a meme search app, where the user uploads an image and the app returns similar memes.

- Implementation: We shall use Weaviate to vectorise and store the memes and their embeddings. The
embedding model, sentence-transformers/clip-ViT-B-32-multilingual-v1, is open-source and will be run locally.
The memes will be scraped from knowyourmeme.com,

- Repositories:

+ Backend: https://github.com/ElliotAtHelsinki/memesearch-server

+ Frontend: https://github.com/ElliotAtHelsinki/memesearch-client




Let's scrape the memes

fetch.ts M X

src > utils > fetch.ts
baseURL = 'https://knowyourmeme.com/categories/meme/page/"
scrapePage = async (pageNumber: number): Promise<void> =
nst url = “${baseURL}${pageNumber}"

try {

res = await fetch(url
if (lres.ok) throw new Error( Failed to fetch page ${pageNumber}: ${res.statusText

html = t res.text
$ = cheerio.load(html
memeEntries = $('table.entry_list img’

memeEntries.each(asy (i, meme) {
t imageURL = $(meme).attr('data-src') || $(meme) .attr('src')
if (imageURL)
fullImageURL = imageURL.replace(’ s://i.kym-cdn.com/entries/icons/medium/", ' S: ies/icons/original/

filename = path.basename(new URL(fullImageURL).pathname

await downloadImage(fullImageURL, memesDir, filename)
console.log( Downloaded ${filename} from ${fullImageURL}" )

catch (error: any

console.error( Failed to download ${filename}: ${error.message} )

¥
} catch (error: any) {
console.error( Failed to retrieve page ${pageNumber}: ${error.message

}
for (let page = 1;page <= 465;page++) {
console.log( Scraping p ${page} )
it scrapePage(page)
Promise(resolve => setTimeout(resolve, 1000




Let's scrape the memes

) index.ts - memesearch - Visual Studio Code
File Edit Selection View Go Run Terminal Help

‘ @ EXPLORER OUTPUT DEBUG CONSOLE ~ TERMINAL  PORTS BJpython 4 v (M @

 MEMESEARCH Downloaded Screen_Shot_2019-84-19_at_12.41.12 PM.jpg from https://i.kym-cdn.com/entries/icons/original/@@0/029/365/Screen_Shot_2019-04-19 at_12.41.12 PM.jpg
> B memes Downloaded Screen_Shot_2019-04-23 at_2.40.12 PM.png from https://i.kym-cdn.com/entries/icons/original/000/029/417/Screen_Shot_2019-04-23 at_2.40.12_PM.png
Downloaded youhaveunooooo.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/416/youhaveunooooo. jpg
> I8 node_modules Downloaded D4VgKI2U8AEyzpI.jpg from https://i.kym-cdn.com/entries/icons/original/e@e/029/353/DAVgKI2U8AEyzpl.jpg
Downloaded cover2.jpg from https://i.kym-cdn.com/entries/icons/original/e08/629/343/cover2.jpg
Downloaded jordan.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/405/jordan.jpg
fetch.ts Downloaded ontasuber.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/367/ontasuber.jpg
index.ts Downloaded SO_NO_HEAD__VINE_©-2_screenshot.jpg from https://i.kym-cdn.com/entries/icons/original/@00,/029/369/S0_NO_HEAD__VINE_@-2_screenshot.jpg
Downloaded Screen_Shot_2019-04-24 at_9.58.20_AM.png from https://i.kym-cdn.com/entries/icons/original/000/029/423/Screen_Shot_2019-04-24 at_9.58.20_AM.png
RtV Scraping page 139
1il .env.example Downloaded feelingcutehorse.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/334/feelingcutehorse.jpg
Downloaded shrek.jpg from https://i.kym-cdn.com/entries/icons/original/@e0/029/317/shrek.jpg
docker-compose.yml| Downloaded tall-man-black-panther.jpg from https://i.kym-cdn. com/entrles/lcons/orlglnal/000/029/328/tall man-black-panther.jpg
env.d.ts Downloaded coverS.jpg from https://i.kym-cdn.com/entries/icons/original/eee/029/268/cover5.jpg
Downloaded Screen_Shot_2019-04-15_at_2.11.04 PM.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/3083/Screen_Shot_2019-04-15_at_2.11.04_PM.jpg
Downloaded cover4.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/289/cover4.jpg
output.html Downloaded 1322.jpg from https://i.kym-cdn.com/entries/icons/original/e00/029/313/1322. jpg
9 package-lock json Downloaded homer.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/285/homer.jpg
Downloaded doggo.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/323/doggo.jpg
2 package.json Downloaded cover4.jpg from https://i.kym-cdn.com/entries/icons/original/@ee/029/310/cover4.jpg
README.md Scraping page 140
< Downloaded Screen_Shot_2019-04-11 at_10.54.45_AM.jpg from https://i.kym-cdn.com/entries/icons/original/0e0/029/260/Screen_Shot_2019-04-11_at_10.54.45 AM.jpg
tsconfig json Downloaded maxresdefault.jpg from https://i.kym-cdn.com/entries/icons/original/0e@/029/275/maxresdefault. jpg
Downloaded Screenshot_5.jpg from https://i.kym-cdn.com/entries/icons/original/@e@/029/274/Screenshot_5.
Downloaded Screen_Shot_2019-04-16_at_10.25.52 AM.png from https://i.kym-cdn.com/entries/icons/original/0e08/029/312/Screen_Shot_2019-04-16_at_10.25.52 AM.png
Downloaded BRIE_1.PNG from https://i.kym-cdn.com/entries/icons/original/@00/029/300/BRIE_1.PNG
Downloaded Screen_Shot_2019-04-15_at_4.51.44 PM.png from https://i.kym-cdn.com/entries/icons/original/@0@/029/305/Screen_Shot_2019-04-15_at_4.51.44_PM.png
Scraping page 141
Downloaded Screen_Shot_2019-04-10_at_4.07.27_PM.jpg from https://i.kym-cdn.com/entries/icons/original/0@00/029/254/Screen_Shot_2019-04-10_at_4.07.27_PM.jpg
Downloaded cover6.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/191/cover6.jpg
Downloaded now.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/232/now.jpg
Downloaded Quieres_Thumbnail.png from https://i.kym-cdn.com/entries/icons/original/@00/029/249/Quieres_Thumbnail.png
Downloaded JGOz0@q.jpg from https://i.kym-cdn.com/entries/icons/original/000/629/229/1G0z08q.jpg
Downloaded cover2.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/197/cover2.jpg
Downloaded DxoloVsUcAAX6-s_(1).jpg from https://i.kym-cdn.com/entries/icons/original/@e0/029/224/DxoloVsUcAAX6-s_(1).jpg
Downloaded coverl.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/237/coverl.jpg
Downloaded Screen_Shot_2019-04-04_at_10.26.57_AM.png from https://i.kym-cdn.com/entries/icons/original/@00/029/181/Screen_Shot_2019-04-04 at_10.26.57_AM.png
Downloaded coverl.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/188/coverl.jpg
Downloaded cover2.jpg from https://i.kym-cdn.com/entries/icons/original/000/029/182/cover2.jpg
Downloaded Dark_Souls_You Died_Screen_-_Completely Black_Screen_8-2_screenshot.png from https://i.kym-cdn.com/entries/icons/original/@@0/029/198/Dark_Souls_You Di
ed_Screen_-_Completely Black_Screen_0-2_screenshot.png
Downloaded Succulent_Chinese Meal meme_banner_image.jpg from https://i.kym-cdn.com/entries/icons/original/@08/629/231/Succulent_Chinese_Meal meme_banner_image.jpg
Downloaded cover2.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/223/cover2.jpg
Downloaded A-Consensus.jpg from https://i.kym-cdn.com/entries/icons/original/@00/029/252/A-Consensus.jpg
Downloaded Screen_Shot_2019-04-08 at_2.52.33 PM.png from https://i.kym-cdn.com/entries/icons/original/@00/029/230/Screen_Shot_2019-04-08 at_2.52.33 PM.png
|
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Setting up Weaviate

docker-compose.yml X

1-failur

wltilingual-vl

-—
—



Setting up Weaviate

compose up
[sudo] password for elliot:

[+] Running 2/0
Container memesearch-server-weaviate-1

Container memesearch-server-multi2vec-clip-1

-—
—



ectorising the memes

migrate.ts X

t weaviate.connectTolLocal()

t client.collections.listAll()

collecti
if (lcollections.find(c
it client.collections.create

c.name == 'Meme')) {

name:

vectorizers: ve
imageFields: ['image'],
textFields: :
)s

properties: [

ri multi2VecClip(

name: ‘image’,
dataType: dataType.BLOB

llection = client.collections.get("
fileURLToPath(im .meta.url)
path.dirname(__filename)
ath.join( rname,

.readdirSync(memesDir)
i =0; i < imgFiles.length; i++) {
f .

for (1
t contentsBa P

console.log(a

imgFiles[i 3
64, text: imgFil

encodin

-—
—



uerying the memes

meme.ts M X

src > resolvers > meme.ts > ...

{ Context } from '@/src/types’
ort { Arg, Ctx, Field, Int, ObjectType, Query, Resolver } from 'type-graphqgl’

days ago
@0bjectType()

class Meme {
@Field(
text: string

@Field( String)
image: string

> @ays ago autho
@Resolver(Meme)
export class MemeResolver {

@Query( Meme])

search(

@Arg('image', () => String, { nullable: tr }) image: string,
@Arg('limit', () Int, { nullable: true }) limit: number = 1
@Ctx weaviate }: Context

Promise<Meme

t memeCollection = weaviate.collections.get('Meme’
searchFileBuffer = Buffer.from(image, 'base64’

response = await memeCollection.query.nearImage(searchFileBuffer, {
limit,
returnProperties: ['image', 'text']
}
return response.objects.map(o ({ image: o.properties.image as string, text: o.properties.text as string })




Querying the memes

Operation > Search

query Search($limit: Int, $image: String) [{
search(limit: $limit, image: $image) {
image
text

Variables Headers Pre-Operation Script Post-Operation Script

*Limitd: 1,

"image": "iVBORwWOKGgOAAAANSUhEUgAAAYAAAAOOCAYAAABdh1I9AAAABGABTUEAALGPC/
xhBQAAACB jSFINAAB6JgAAgIQAAPOAAACAGAAAATAAAOPEAAAGMAAAF3Ccul EBAAAABMILROQA/WD/AP+gvaeTAACAAELEQVR42uydd7zkVnn
+n3Mkzcyte7cXr73ede/2uoDBvWDcjcGh11BDSwhpJIKSQEEIg/AIJhBYIhmBKAFNMSTHYgLVBDTds477eXu/dW2ZGOuf3x9FRG83cmXvnzm3P9/
PRjkajK2mONNr30dsECCGEzHWKQHF/IFjiOHoJIBdrrZcAWAroJVqLxVIiMYCilugFtGf+TCwM/
94F@BfO0awC7E9suA30EEHUEWKBSGBRCDAJQEBDbAbFVCLUXCMQWwWNKCT1DcCGOEPIYSQ
+YVvgEBBCyJIxgOeCucxy9TmuxDtDrhBDrtMY6APVMsPVILiHwhNbiCUA/IYR4Qgj9h0/7 jwB41qeSEEI0QAghhMyo+3ZxneP467UW67XGcUIgPYClc
+T77RECD2itHWTkA1LqB33fvxtprwshhBAKEEIIIVPEEsdxztBankKwllguB4wAsmGdjoAE8Cog7AfxaKdwIVO8FUOb1QQghFCCEEEImMR4/
ruicrhXOEwDla4zgAksNSgy8E7tMaPxNC3xIEwS8BDHIYCCGEA0QQQkhjJOCeLCXOFwInaYOTYZK
+SWuUhcCdWuPnSomfANXfAFACFkITIoQAhhBBiRMcLpMQVAF4KkyR02st2QNwohPphEATXANjFISGEEA0QQEiZb6L jVCn1ywBx0YBVHIKO4WUNX@gpvhUE1e8C2
MYhIYQQChBCCJImjFA+WMngrgFcDWMHXMHYCrXEjxQghhFCAEELIXMIxXffMIMCfCIELea+d6WIEfz4Igu8DgHBICCGEA0QQQMYTq6ROXwuUIdwI6Xw7HrGIXoL

+ Add files




Querying the memes




Moment of truth! _ﬁg

Visit https://memesearch-frontend.elliot-at-helsinki.social/ and upload any image of your choice to test it out!

For the image:




Moment of truth!

We get back:

PiS & Incognito (2)

4 Meme Search Client .+

c 25 memesearch-frontend.elliot-at-helsinki.social

Upload image to search for the most similar memes

Choose File |No file chosen

kittycatdance.jpg

IN UR QUANTUM BOX.

([0



05. Usage with LLMs

a. VecDB as a semantic cache:

- LLM-based chatbots often use external APIs.

- Very often, customers might make the same query
repeatedly, or many customers might ask the same question.
-> Invoking API calls every time is too costly.

=> Solution: Semantic cache, which stores previous questions
and answers.

=> Asked questions would not invoke new API calls.

=> Reduced response time.




VecDB as Semantic Cache

Embedding Natural
Models - Language
text-embedding-3-small Query (Q)

text-embedding-3-large

Vector lSeuch




05. Usage with LLMs

b. VecDB to power Retrieval-Augmented Generation (RAG):
Two major problems of LLMs:

- Hallucination

- New influx of information in real-time

=> Solution: VecDB as a dynamic external memory for LLMs.




Naive RAG
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Vector store

Index
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06. Naive RAG Demo

- Idea: FoxGPT, which is ChatGPT but equipped with real-time information updates from Fox News

- Implementation: We scrape Fox News articles, vectorise and store them in a Pinecone database. This is done
daily to ensure that that our GPT has access to the latest articles and news updates. This time, we'll use OpenAl's
text-embedding-3-small API to vectorise the news articles.

- Repository: https://github.com/elliotathelsinki/foxgpt-backend




Scrape, vectorise, and upsert

import { OpenAIEmbeddings } from '@langchain/openai’
import { Pinecone } from '@pinecone-database/pinecone’
import as cheerio from 'cheerio’

t url = "https://www.foxnews.com/world/church-england-appears-stop-using-word-church-sound-more-relevant-study’

scrapedArticleData = await scrape(url)
console.log({ scrapedArticleData })

t openAIClient = new OpenAIEmbeddings({
apikKey: process.env.OPENAI_API_KEY,

~

model: 'text-embedding-3-small’,
dimensions: 1536
})
st vectorEmbedding = await openAIClient.embedQuery(JSON.stringify(scrapedArticleData))
console.log({ vectorEmbedding })
t pc = new Pinecone({
apiKey: process.env.PINECONE_API_KEY

= pc.index(process.env.PINECONE_INDEX).namespace(process.env.PINECONE_NAMESPACE)

await ns.upsert([{ id: url, values: vectorEmbedding, metadata: { payload: JSON.stringify(scrapedArticleData )}}])




Scrape, vectorise, and upsert

run sample

> sample

> tsx --env-file=.env --require reflect-metadata --require tsconfig-paths/register --require dotenv-safe/config src/sample.ts

Fetching https://www.foxnews.com/world/church-england-appears-stop-using-word-church-sound-more-relevant-study

scrapedArticleData: {

headline:
articleBody:

datePublished:

dateModified:

description:
}
}
{

vectorEmbedding:
0.02757656,
0.03315141,
0.0054835137,
0.026291097,
0.0029988494,
-0.021663431,
0.0357494,
0.02382842,
0.029119115,
-0.0033912538,
-0.041080683,
-0.04879346,
0.05504487,
-0.0043198317,
0.029092053,
0.028686117,
-0.0029514902,
0.026927063,
0.01868657,
0.0040559736,

0.014884306,
-0.03144648,
-0.058725353,
-0.014735463,
0.0005924123,
-0.0040390594,
-0.03677777,
0.0016372737,
-0.0011569165,
-0.012638129,
-0.005615443,
-0.022001712,
-0.020594466,
-0.009194442,
0.04205493,
0.0039206618,
0.016440393,
0.019972032,
0.026805282,
-0.032880787,

. 1436 more items

0.06489558,
0.0922137024,
-0.014857244,
-0.028226057,
-0.009201207,
0.01458662,
0.01721167,
-0.026277566,
.825249196,
-0.042244367,
-0.051770322,
-0.008396102,
0.06186459,
0.046303723,
-0.08470523,
0.00418452,
-0.044923544,
0.03131117,
-0.023611922,
0.013835639,

.012671957,
.021663431,
.048847586,
.011758602,
.031040544,
0.04692616,
0.0007687406,
0.03864507,
-0.047548592,
0.011582697,
-0.05011952,
-0.014735463,
0.041188933,
-0.024545575,
0.024735011,
-0.03523521,
-0.04170312,
-0.03896982,
-0.029660363,
0.0596996,

-0.020797435,
0.019566096,
0.027360061,
0.018050604,
0.024247888,

-0.0066133677,
-0.004857696,
-0.051229075,
0.0047156187,

0.005811645,
-0.03442334,
0.03886157,
-0.008808803,

-0.0095124245,

-0.026155785,

0.03758964,
0.029335614,
0.026304629,
-0.021000402,
0.024207294,




=]
Scrape, vectorise, and upsert =

cron.schedule('® @ * * *', async ()

urls = await fetchNewURLS
for (const url of urls)

3

- scrapedData = await scrape(url)

st embedding = await openAIClient.embedQuery(JSON.stringify(scrapedData))
await ns.upsert([{ id: url, values: embedding, metadata: { payload: JSON.stringify(scrapedData) } }])




Setting up a REST endpoint

app.post('/query', async (req, res)
>t keywords =
if (!req.body.keywords || req.body.keywords.length ==
keywords.push( 'Latest news')

else
keywords = req.body.keywords

t embedding = (await embeddings.embedQuery(JSON.stringify(keywords))

t result = await ns.query({
topK: req.body.topK,
vector: embedding,
includeValues:
includeMetadata:

payloads = result.matches.map(m
t url = m.id
st obj = JSON.parse(m.metadata?.payload as string)

return { ...obj, url }

res.json(payloads

1)




Setting up a REST endpoint

Hoppscotch * Open source API development ecosystem * Hoppscotch

HOPPSCOTCH ®

POST Untitled $ Select environment

POST N https://foxgpt-backend.elliot-at-helsinki.social/query [® save

Parameters Body Headers Authorization Pre-request Script Variables

application/json v £ Override

topK": 5,
keywords": ["ukraine”, "middle east", "olympics'

® Import

+ Add new
Status: 200 « OK  Time: 1879

JSON Raw Headers Test Results

Y &

headline": "Russian athletes allowed to take part in Olympics closing ceremony despite banishment over Ukraine war"
articleBody": "Russian athletes competing at the Paris Olympics as neutral individual athletes will be allowed to attend the
closing ceremony on Sunday, officials said. Athletes from Russia were not allowed to attend the opening ceremony and have not been
able to represent their country in Paris due to its ongoing war against Ukraine.&nbsp; \"The IOC Executive Board has decided that
the Individual Neutral Athletes (AINs) can participate at the closing ceremony of the Olympic Games Paris 20624,\" the IOC said in
a statement, via Reuters. Russia was barred from competing in Paris, because it had invaded Ukraine just four days after the end
of the 2022 Winter Olympics. The International Olympic Committee considered this attack a violation of the Olympic truce - a
resolution that calls for all nations to lay down arms and not engage in conflict, starting one week before the Olympics begin and
ending one week after the end.&nbsp; CLICK HERE FOR MORE SPORTS COVERAGE ON FOXNEWS.COM The Russian Olympic Committee lost its
appeal against its suspension by the International Olympic Committee in February.&nbsp; Belarus, which was used as a staging
ground for the invasion, was also not allowed to compete in Paris, but any Belarusian athletes competing as neutrals will also be
allowed to attend the closing ceremony.&nbsp; A total of 32 athletes from Russia and Belarus combined competed in Paris - 17
previously represented Belarus, and only 15 represented Russia. However, most of them returned home after their respective events
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Defining a GPT Action

S FOXGPT : @Share
@ Anyone with a link

Edit actions

mation or take actions outside of ChatGPT

Preview

Learn more.
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Schema Import from URL Examples

openapi: 3.1.0
info:
title: Fox News API for GPT
description: This API allows the GPT to retrieve the latest Fox News articles stored in a vector
database.
version: 1.0.8
servers:
- url: https://foxgpt-backend.elliot-at-helsinki.social
description: Server to query Fox News articles
pattic; FoxGPT
/query:
post:
operationId: getArticles
summary: Get newest news articles from Fox News.
description: This endpoint retrieves relevant news articles based on keywords to retrieve the top
“k* similar items.
requestBody :
required: true
content:
application/json:
schema:
type: object Format
properties: y- |
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Give me the latest news about Ukraine and tell me when the news
FOXGPT were published
Explore GPTs
Talked to foxgpt-backend.elliot-at-helsinki.social
Today

Latest Ukraine News Summa The following was shared: Privacy policy

keywords: [ "Ukraine" ]

topK: 3

Here are the latest news updates about Ukraine:

1. Ukraine Brings War to Russia in ‘Massive’ Drone Strike on Military, Government Targets
Published: August 9, 2024
Ukraine has intensified its offensive by launching a significant drone strike on military and
government targets across five Russian regions. This action is part of Ukraine's broader
strategy to bring the conflict onto Russian soil, particularly focusing on regions such as
Kursk and Lipetsk. Ukrainian forces continue to advance, with reports of power

disruptions and military losses in Russia. Read more.

. Fighting Rages Inside Russian Territory After Ukraine's Surprise Incursion

Published: August 8, 2024
Fighting has continued for three days inside Russia after 1,000 Ukrainian troops crossed
into the Kursk region in a surprise attack. This invasion, which has led to a state of
emergency in the region, saw Ukrainian forces capturing strategic points and forcing
Russian civilians to evacuate. The detai’ T f Ukraine's operational goals remain under tight
wraps, with significant losses reported on both sides. Read more.
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ChatGPT can make mistakes. Check important info.




=> Visit https://chatgpt.com/g/g-5pzMtoqjN-foxgpt to test it yourself!
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Thanks!

Do you have any questions?
guyanh.nguyen@helsinki.fi
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