
VDBMS
quyanh.nguyen@helsinki.fi



Table of contents

01

04

02

05

03

06

Vectors & 
Vectorisation

VDBMS 
Introduction

Similarity Search

Image Search 
Demo

Usage with LLMs Naïve RAG Demo



01. Vectors &
Vectorisation



What is a vector?
=> An array of numbers:

[0.03712432, 0.030104533, 0.079726376, 0.03848225]

- A vector that represents some data object is called a vector 

embedding.

- Vectorisation: The process of converting some data object, 

e.g. an image, a video, or a JSON document, into a vector 

embedding.

[[ 0.0618615, -0.534259 ,  0.545717 ],

 [-0.6649279, -0.590766 , -0.9606892],

 [-0.468922 ,  0.3946947, -0.8946314],

 [-0.2190834,  0.3915435,  0.5040905],

 [ 0.2973618,  0.9794774,  0.7686151],

 [ 0.8759577,  0.9395101,  0.7044962],

 [ 0.0140189, -0.1538083, -0.5995125],

 [ 0.0130325,  0.1164392, -0.2760475],

 [-0.8062036, -0.0230114,  0.6596168]]



Vectorisation
- In theory: We might want each value in a vector embedding to represent some meaningful attribute of the 

original object. For instance:

[1920, 1080]



If we were to plot these vectors:



Vectorisation
- In practice: We use pre-trained models specifically designed to create embeddings. Examples of pre-trained 

models include:

+ text-embedding-3-small and text-embedding-3-large by OpenAI for text e.g., raw text, code, json, etc.

+ ResNet50 for images

+ ImageBind by Meta AI for images, video, audio, text, depth, thermal and inertial measurement units

These models are either:

+ Open-source and can be run locally as part of a Vector DBMS;

+ Proprietary and only accessible via API.



- In a Relational DBMS, each record is a row, multiple rows 

make up a table, and multiple tables make up a database.

- In a Vector DBMS, each record is a vector embedding, 

multiple vector embeddings make up an embedding space.

=> A VDBMS is a DBMS for managing embedding spaces. It 

supports storing and retrieving vector embeddings, and each 

record can contain, in addition to the vector embedding, some 

metadata and the original data, also called a payload.

02. VDBMS 



02. VDBMS 
A VDBMS typically consists of:

- A query processor, which supports query types such as:

+ k-nearest neighbor (k-NN) queries

+ Approximate nearest neighbor (ANN) queries

+ Hybrid queries

+ Multi-vector queries

+ Aggregate queries

- A storage manager, which stores and indexes vectors for 

faster retrieval.

- Optionally, embedding models.



VDBMS Workflow



Popular VDBMSs



03. Similarity Search
We can perform similarity search on anything that can be 

vectorised:

- Documents

- Images and videos

- Audio

In practice, this means that VDBMSs can be used (and have 

been used) in:

- Storing and comparing molecular structures

- Recommendation systems

- Facial recognition

- Speech recognition



04. Image Search Demo

- Idea: a meme search app, where the user uploads an image and the app returns similar memes.

- Implementation: We shall use Weaviate to vectorise and store the memes and their embeddings. The 

embedding model, sentence-transformers/clip-ViT-B-32-multilingual-v1, is open-source and will be run locally. 

The memes will be scraped from knowyourmeme.com,

- Repositories:

+ Backend: https://github.com/ElliotAtHelsinki/memesearch-server

+ Frontend: https://github.com/ElliotAtHelsinki/memesearch-client



Let's scrape the memes



Let's scrape the memes



Setting up Weaviate



Setting up Weaviate



Vectorising the memes



Querying the memes



Querying the memes



Querying the memes



Moment of truth!

Visit https://memesearch-frontend.elliot-at-helsinki.social/ and upload any image of your choice to test it out!

For the image:



Moment of truth!
We get back:



05. Usage with LLMs
a. VecDB as a semantic cache:

- LLM-based chatbots often use external APIs.

- Very often, customers might make the same query 

repeatedly, or many customers might ask the same question.

-> Invoking API calls every time is too costly. 

=> Solution: Semantic cache, which stores previous questions 

and answers.

=> Asked questions would not invoke new API calls.

=> Reduced response time.



VecDB as Semantic Cache



05. Usage with LLMs
b. VecDB to power Retrieval-Augmented Generation (RAG):

Two major problems of LLMs:

- Hallucination

- New influx of information in real-time

=> Solution: VecDB as a dynamic external memory for LLMs.





06. Naïve RAG Demo

- Idea: FoxGPT, which is ChatGPT but equipped with real-time information updates from Fox News

- Implementation: We scrape Fox News articles, vectorise and store them in a Pinecone database. This is done 

daily to ensure that that our GPT has access to the latest articles and news updates. This time, we'll use OpenAI's 

text-embedding-3-small API to vectorise the news articles.

- Repository: https://github.com/elliotathelsinki/foxgpt-backend



Scrape, vectorise, and upsert



Scrape, vectorise, and upsert



Scrape, vectorise, and upsert



Setting up a REST endpoint



Setting up a REST endpoint



Defining a GPT Action



Defining a GPT Action



Voilà!



Voilà!

=> Visit https://chatgpt.com/g/g-5pzMtoqjN-foxgpt to test it yourself!



AI to the moon!
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