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RETRIEVAL-AUGMENTED 
GENERATION (RAG)

Harinda Samarasekara



• Large Language Models (LLMs) encounter challenges like;

• Hallucination

• Outdated knowledge

• None transparent, untraceable reasoning process

❖ Approach to address these challenges? → Incorporating knowledge from external sources

❖ RAG facilitates this! 
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THE PROBLEM!?
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R → Retrieve relevant contextual information from sources 

outside of the LLM’s memory (Dense Retrievals, 

Sparse Retrievals)

A → Augment the retrieved outside context into the LLM’s 

memory

G → Generate final response using the retrieved and 

augmented information

WHAT IS RAG?
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RAG – AUGMENTATION STAGES
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NAÏVE RAG - “RETRIEVE-READ” FRAMEWORK  

1. Indexing -  extraction of raw data in diverse formats, conversion to a uniform plain-text format, chunk, store 
as vector embeddings

2. Retrieval – for a specific user query, find the most relevant information from the database, add the retrieved 
data to expand and enrich the prompt

3. Generation – The large language model is tasked with formulating a response using the context provided

Notable Drawbacks

• Retrieval Challenges

• Generation Difficulties

• Augmentation Hurdles
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ADVANCED RAG

Employs pre-retrieval and post-retrieval strategies.

Pre-retrieval Process Post-retrieval Process

Primary focus is on optimizing 
the indexing structure and the 
original query

After retrieving the query, 
integrate it effectively with the 
query.

make the user’s original question
clearer and more suitable for the 
retrieval task

Feeding all relevant documents 
directly into LLMs can lead
to information overload, diluting 
the focus on key details with
irrelevant content.

i.e. - query rewriting query 
transformation, query
expansion and other techniques

i.e. rerank chunks and
context compressing.
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MODULAR RAG

• Tries to achieve enhanced adaptability and versatility through extra modules and patterns

• Modules –

• Search module

• RAGFusion

• Predict module

• Patterns –

• Rewrite-Retrieve-Read

• Generate-Read

• Demonstrate-Search-Predict / ITERRETGEN

Another benefit of a flexible architecture is 
that the RAG system can more easily integrate 
with other technologies (such as fine-tuning
or reinforcement learning) 
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The standard practice of 
singular retrieval step followed 
by generation is insufficient in 
complex problems demanding 
multi-step reasoning
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AUGMENTATION PROCESS IN RAG



ITERATIVE RETRIEVAL

• The knowledge base is repeatedly searched 
based on the initial query and the text 
generated so far

• enhance the robustness of subsequent answer 
generation by offering additional contextual 
references through multiple retrieval iterations

• may be affected by semantic discontinuity and 
the accumulation of irrelevant information.

14/08/2024Faculty of Science                                      RETRIEVAL AUGMENTED GENERATION / Harinda Samarasekara 11



RECURSIVE RETRIEVAL

• The knowledge base is repeatedly searched 
based on the initial query and the text 
generated so far

• Beneficial when user’s search query is not clear 
or the sought information is highly nuanced.
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ADAPTIVE RETRIEVAL

• Enables LLMs to actively determine the optimal 
moments and content for retrieval.

• Retrieval process into distinct steps where 
LLMs proactively use retrievers, apply Self-Ask 
techniques, and employ few-shot prompts to 
initiate search queries

• Improves Model’s autonomous judgement 
capabilities
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RETRIEVING RELYING ON SIMILARITY

• Existing retrieval-augmented generation approaches are typically similarity-based.

• How ever relying completely on similarity would sometimes degrade the performance of retrieval-
augmented generation
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METRAG FRAMEWORK
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LANGCHAIN FRAMEWORK 
FOR RAG
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A powerful framework designed to 

facilitate the development of applications 

that integrate large language models 

(LLMs) with external data sources, APIs, 

and databases.



LANGCHAIN CONT..
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provides a structured approach 

to building complex AI 

applications by allowing 

developers to chain together 

components such as prompt 

templates, memory, document 

retrieval, and response 

generation

Modular Design

Ease of Use

Extensibility



LANGCHAIN CORE FEATURES
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❖ Document Loaders
❖ Embeddings and Vector Stores
❖ Retrievers:
❖ LLM Integration:
❖ Chains and Prompt Templates:

LangChain’s integrated environment allows for the seamless combination of retrieval and 
generation



THANK YOU!
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