
582744 Advanced Course in Machine Learning

Exercise 3 Due April 12, 10:00 AM

Rules:

1. Your submission is composed of two parts: (a) A single PDF file containing your answers to all
questions, including both the pen and paper questions and the written answers and various plots for
the programming questions. (b) a single compressed file (zip or tar.gz) containing your code (and
nothing else). If your code is in a single file, it can be sent also a plain source code.

2. The submission should be sent directly to BOTH Arto (arto.klami@cs.helsinki.fi) and Aditya
(aditya.jitta@cs.helsinki.fi).

3. All material must be renamed to your student ID. Always mention your name and student ID also in
the written report.

4. The subject field of your email should be [AML][your student ID][exercise 3].

5. Please typeset your work using appropriate software such as LATEX. However, there is no need to
typeset the pen and paper answers – you can also include a scanned hand-written version.

6. The pen and paper exercises can alternatively be returned in paper form during the Tuesday lecture.

This set of exercises is due on Tuesday April 12th, before 10:00 AM.
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1 Plate diagrams and independence (6 points)

Draw the plate diagrams corresponding to the following two factorizations of a joint distribution:

(a)

p({xt}, {zt},φ,π) = p(φ|φ0)p(π|π0)p(z0)

3∏

t=1

[
p(xt|zt,φ)p(zt|zt−1,π)

]
,

where xt are observed.

(b)

p({yn}, {xn}, {zn},π, {µk}, {Σk}, {wk}) =

p(π)

K∏

k=1

[
p(µk)p(Σk)p(wk)

N∏

n=1

(
p(zn|π)p(xn|µk,Σk)p(yn|xn,wk)

)I(zn=k)
]
,

where both xn and yn are observed.

The curly brackets {yn} denote a collection of N random variables yn, and I(·) is the indicator function,
obtaining value 1 if the argument is true and 0 otherwise.

Now do the opposite: Write down the joint probability density for the variables depicted by the following
plate diagram. You can ignore the blue and orange circles; they were included in the original version of this
image (included here with permission) to help understanding the model.

(c)

3

authors [3], [11], [12]. Despite technical differences in
how the structural sparsity is obtained, all of these
approaches can be seen as special instances of our GFA
solution principle. Also the non-Bayesian models that
can be used to solve the GFA problem follow the same
principle [8], [9].

3 MODEL

We propose a novel GFA solution that is another instanti-
ation of the general approach described above. The tech-
nical novelty is in a more advanced structural sparsity
prior which takes into account possible dependencies
between the groups, instead of assuming the group-
factor activations to be a priori independent as in the
earlier solutions. The model can also be interpreted as a
two-level model that uses one level to model association
strengths between individual groups and the other level
to model the observations given the association strength.
This interpretation clarifies the conceptual novelty, expli-
cating how the new structural sparsity prior has intuitive
interpretation.

The generative model is the one given in (1) coupled
with suitable priors. For zi we use the unit Gaussian
prior zi ⇠ N (0, I), and for the noise precisions ⌧m we
employ a gamma prior with both shape and rate pa-
rameters as 10�14; the model is fairly insensitive to these
hyperparameters. To find a GFA solution these standard
choices need to be complemented with structured sparse
priors for W described next.

3.1 Sparsity prior
We denote by ↵m,k the inverse strength of association
between the mth group and the kth factor, and directly
interpret it as the precision parameter of the prior distri-
bution for w

(m)
k , the projection mapping the kth factor

to the observed variables in the mth group. That is, we
assume the prior

p(W|↵) =
MY

m=1

KY

k=1

DmY

d=1

N (w
(m)
k,d |0,↵�1

m,k).

The same prior was used in our preliminary work [3],
where we drew ↵m,k independently from a flat gamma
prior to implement group-wise extension to automatic
relevance determination (ARD).

Here we replace the independent draws with a linear
model for ↵ to explicitly model the association strengths
between group-factor pairs. Since the entries correspond
to precisions for the second level projections, we model
them in the log-space as

log↵ = UV> + µu1
> + 1µ>

v , (2)

where U 2 RM⇥R and V 2 RK⇥R. The vectors µu 2 RM

and µv 2 RK model the mean profiles. Here R is the
rank of the linear model, and typically R ⌧ min(M, K)
so that we get a low-rank decomposition for the associa-
tion strengths, obtained by element-wise exponentiation

U

V

⌧ x
(m)
i W(m)

zi

m = 1...Mi = 1...N

↵m

Fig. 1. Plate diagram of group factor analysis. The ob-
servation model, used also by earlier GFA solutions, is
highlighted by the blue dotted region, whereas the novel
low-rank model for the group-factor associations is indi-
cated by the orange dashed region.

↵ = exp(UV> + µu1
> + 1µ>

v ). Finally, we place an
element-wise normal prior for the matrices U and V
with zero mean and precision set to a fixed constant
� = 0.1; extensions to further hierarchical priors would
also be tractable if needed. The resulting GFA model is
visualized as a plate diagram in Figure 1, highlighting
the two levels of the model.

The motivation for modeling the ↵m,k instead of
assuming them independent comes from the original
modeling task of GFA. The goal is to understand the
relationships between the groups, and hence we should
explicitly model them. The earlier models with inde-
pendent priors assume that the groups are independent,
which is unlikely to hold in practical applications. Our
model, in turn, directly represents correlations between
the group activation profiles.

An alternative formulation for correlated groups
would directly draw log↵m from a multivariate distri-
bution, such as multivariate normal [16]. However, spec-
ifying the correlations for such a model would require
M(M �1)/2 parameters, making the approach infeasible
for large M . Since modeling the correlations is expected
to be most useful for large number of groups, it is clearly
beneficial to use the low-rank model that requires only
(M + K) ⇥ (R + 1) parameters.

3.2 Interpretation
As mentioned above, the model can be interpreted in
two alternative ways. The straightforward interpretation
is that of a factor analysis model for the D observed
variables, with a structural sparsity prior for making
the projections implement the GFA properties. This
viewpoint illustrates the relationship between the earlier
Bayesian solutions for GFA [3], [11], [12]; they follow the
same general approach presented in Section 2.2, but our
sparsity prior is more advanced.

Perhaps the more interesting interpretation is to con-
sider (2) as the primary model. Then the entries of ↵ are
considered as unobserved data describing the groups;
U are the factor loadings and V provide the latent
factors for the groups. The mapping from ↵ to the
observations, parameterized by Z and W, is then merely

Can you name these models? (Correct answers are not required for maximum points, so feel free to guess
as well)

2 Mixture model for binary data (6 points)

Consider the model

p(zn) = Categorical(π),

p(π) = Dirichlet(α),

p(xn|zn = k,µ) =

D∏

d=1

Bernoulli(µkd),

p(µkd) = Uniform(0, 1),

which defines a mixture model for binary vectors xn ∈ [0, 1]D. In verbal terms, the generative process is
such that we first pick a cluster index k with probabilities πk and then generate D independent observations
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based on the parameters µkd. The notation for the Bernoulli distribution means that the dth element of xn

has probability µkd to be one if the nth sample belongs to the kth cluster.
Write down the observed data log-likelihood of the model, as well as the complete data log-likelihood.

Then derive the expectation maximization algorithm for inferring the parameters θ = {µ1, ...,µk,π}, treating
α as a known hyper-parameter.

Do you think this would be a useful clustering model in practice?

3 Spectral clustering (programming, 12 points)

Read in the data set (N = 120 samples represented in two dimensions) from http://www.cs.helsinki.

fi/u/aklami/teaching/AML/exercise_3_3.csv and compute the pairwise distance matrix d containing all
Euclidean distances between the samples (remember to take the square-root). Draw a scatter-plot of the data
to see how it looks like. Run also a k-means algorithm with K = 2 clusters, using some publicly available
code (all programming environments should have one), and color the dots in the scatter-plot according to
the cluster indices.

Next you should implement the spectral clustering algorithm:

(a) Create two types of adjancency matrices W based on the data:

• Connect each sample to all other samples that are within distance e = 0.5 (Wi,j = 1 if di,j ≤ e).
• Connect each sample to its A closest neighbors (not counting the sample itself), using A = 8. Do

this in a symmetric fashion, so that two nodes are connected if either one of them is within the A
closest neighbors of the other one.

Then perform the following steps for both alternatives.

(b) Find the eigenvalues and eigenvectors of the graph Laplacian L = D−W , where D is a diagonal matrix
with the degrees of the nodes on its diagonal. Plot the eigenvectors corresponding to four smallest
eigenvalues (preferably in a single plot) – how do they look like?

Hint: The samples in the data matrix are ordered so that the first 60 samples correspond to one of the
natural clusters. Furthermore, the samples within each cluster are ordered along the half-circle. This
information should help interpreting the eigenvectors.

(c) Now represent the data using the first M = 4 eigenvectors, creating new representation Y ∈ R120×4.
Draw a scatter-plot of the first two dimensions of this matrix. How does it look like? Can you see the
clusters?

(d) Cluster the data with k-means into two clusters using the new representation Y .

Now compare the three clustering solutions you have: One based on the original data and two based on
spectral clustering with different adjacency matrices. What is the difference? Do all three methods solve
the clustering problem equally well?

Finally, play around with the numbers e, A and M above to see how things change, answering briefly
the following questions. No need to produce separate plots for these, unless you feel it is necessary for
understanding your answer.

1. What happens if e is too small? What if it is too big?

2. What happens if A is too small? What it it is too big?

3. Would M = 2 be enough? What happens if you use too big M? Why?
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