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Abstract. We prove time-complexity lower bounds for various prac-
tically relevant probing-based CNF simplification techniques, namely
failed literal detection and related techniques. Specifically, we show that
improved algorithms for these simplification techniques would give a
2δn time algorithm for CNF-SAT for some δ < 1, violating the Strong
Exponential Time Hypothesis.

1 Introduction

Automated formula simplification at the conjunctive normal form (CNF) level is
today an integral part of the SAT solving workflow, often notably speeding up
Boolean satisfiability (SAT) solving of real-world application instances. Indeed,
various polynomial-time techniques have been proposed for simplifying CNF
formulas before (i.e., in preprocessing) and during (i.e., in inprocessing [26])
search for satisfiability; see e.g. [1–3, 6, 11, 14, 15, 20, 21, 25, 29, 30, 33]. However,
formula simplification tends to come with a price. While stronger simplification
might be achieved by using more computational effort, in practice time used
for simplification should not outweight the benefits of the simplifications in
terms of the overall solving time (i.e., the combined time used for simplification
and search). While SAT solver developers keep on searching for more efficient
ways of implementing simplification techniques, our formal understanding of
the time complexity of different simplification techniques is rather limited at
present. This paper take steps towards a more in-depth understanding of the
price of simplification: we prove lower bounds for different probing-based CNF
simplification techniques.

Unit propagation is a common basis for many different simplification tech-
niques [3,12,13,17,18,20,21,31,32,35,38]. A key example is failed literal elim-
ination [13, 31, 34], which aims at deducing unit clauses via checking whether
assuming a truth value for a single variable results in a conflict by unit propa-
gation. Failed literals is a key technique used during search within lookahead
DPLL solvers [23] for both search tree pruning as well as a basis of branching
heuristics [22, 27, 28, 31, 34]. Furthermore, in combination with conflict-driven
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clause learning (CDCL) solvers, failed literals can be detected during preprocess-
ing as well as during search, e.g., by inprocessing CDCL SAT solvers such as
Lingeling [4]. Various clause elimination and clause strengthening techniques are
essentially generalisations of failed literals, probing for either conflicts or specific
literal dependencies using unit propagation by assuming one or more literals at a
time.

1.1 Contributions

Our main result is a conditional lower bound for the failed literal existence
problem, i.e., that of deciding whether a given CNF formula contains a failed
literal. Since the fixpoint of unit propagation can be computed in time O(n+m)
on CNF formulas with n clauses and m variables, failed literal existence has a
simple algorithm with running time O

(
n(n+m)

)
: for each literal ` ∈ F , run unit

propagation on F ∧ (`) and see if a conflict is derived. An iterative application of
this simple algorithm gives a O

(
n2(n+m)

)
algorithm for applying failed literal

elimination until fixpoint.
In practice, the quadratic running time of the simple algorithm for failed literal

existence can be too time consuming. However, as our main result, formalized as
Theorem 1, we show that non-negligible improvements over the simple algorithm
would give an improved algorithm for CNF-SAT.

Theorem 1. Let ε > 0. If there is a O
(
(N +M)2−ε) algorithm for failed literal

existence on Horn-3-CNF formulas with N variables and M clauses, then there is
a 2(1−ε/2)n poly(n,m) time algorithm for CNF-SAT on formulas with n variables
and m clauses

In other words, any such improvement, even in the restricted setting of
Horn-3-CNF formulas, would give us a exponential speedup over brute force for
CNF-SAT, improving upon the state of the art. Indeed, this would violate the
strong exponential time hypothesis (SETH) [8, 24] stating that

lim
k→∞

inf{δ : k-CNF can be solved in time O(2δn)} = 1 .

In particular, SETH would imply that CNF-SAT with unrestricted clause length
cannot be solved in time 2(1−ε)n poly(n,m) for any ε > 0. Thus Theorem 1 gives
a conditional lower bound against faster algorithms for failed literal existence.

Corollary 1. Failed literal existence cannot be solved on Horn-3-CNF formulas
with N variables and M clauses in time O

(
(N +M)2−ε) for any ε > 0 unless

SETH fails.

This result falls in line with other recent work investigating lower bounds
based on SETH [7,9,37]. While SETH itself is an extremely strong complexity
assumption, our result can be interpreted as showing that any attempt to improve
upon the simple O

(
n(n+m)

)
algorithm for finding a failed literal faces barriers

equivalent to improving the worst-case performance of CNF-SAT algorithms.



A detailed proof of Theorem 1 is presented in Section 3. As outlined in
Section 4, minor variations of the proof also give the same quadratic lower bound
for several related problems: checking the existence of asymmetric tautologies
and asymmetric literals, as well as for checking whether a binary CSP restricted
to domain-size 3 is singleton arc consistent.

2 Preliminaries

We assume that the reader is familiar with standard definitions on propositional
satisfiability. When convenient, a clause is seen as a set of literals and a CNF
formula as a set of clauses. Recall that the subclass k-CNF consists of CNF
formulas consisting of clauses of length ≤ k; Horn consists of CNF formulas in
which each clause has at most one positive literal; and that Horn-k-CNF is the
intersection of k-CNF and Horn.

Given a CNF formula F with clauses (¬l1), . . . , (¬lk), and (l1 ∨ · · · lk ∨ lk+1),
the unit resolution rule allows to extend F by letting F := F ∧ (lk+1), i.e., allows
the derivation of the unit clause (lk+1) from F in one step. Unit propagation on
F applies the unit resolution rule until fixpoint, and we write F `up (l) if unit
propagation on F derives the unit clause (l).

A literal l ∈ F is a failed literal in F if unit propagation derives a conflict on
F ∧ (l), that is, we have F `up (`′), (¬`′) for some literal `′. In particular, this
implies that F is logically equivalent to F ∧ (¬l), which can be used to simplify
F by letting F := F ∧ (¬l) if l ∈ F fails in F ; this is called the failed literal rule.
Failed literal elimination refers to applying the failed literal rule until fixpoint.

3 Proof of the Failed Literal Existence Lower Bound

On a high level, our strategy for proving Theorem 1 follows that of Pătraşcu and
Williams [37]. In particular, assume that the following conditions hold.

(i) For some ε > 0, there is a O
(
(N+M)2−ε) algorithm for failed literal existence

on Horn-3-CNF formulas with N variables and M clauses.
(ii) There is a reduction that maps a CNF formula F with n variables and m

clauses to a Horn-3-CNF Ffl with N variables and M clauses such that
ii.a Ffl has a failed literal if and only if F is satisfiable,
ii.b N,M ≤ 2n/2 poly(n,m), and
ii.c Ffl can be constructed in time 2n/2 poly(n,m).

Lemma 1. Conditions (i) and (ii) imply that CNF-SAT has an algorithm with
running time 2(1−ε/2)n poly(n,m).

Proof. On input CNF formula F , we (1) construct Ffl, and (2) use the algorithm
for failed literal existence to decide whether Ffl has a failed literal, and thus
whether F is satisfiable. The first step takes 2n/2 poly(n,m) time and the second
step takes O

(
(N +M)2−ε) time, that is, 2(1−ε/2)n poly(n,m) time.



Thus in order to prove Theorem 1, it suffices to construct a reduction satisfying
Condition (ii) above. In what follows, we first present a reduction template (in
Section 3.1) which can be used as a base construction for obtaining reductions from
CNF-SAT to failed literal existence as well as other related existence problems.
We then instantiate the reduction for failed literal existence and show how to
obtain Horn-3-CNF formulas from the reduction (in Section 3.2). Instantiations
for related problems, namely, the existence problem for asymmetric tautologies
and literals, and checking singleton arc consistency of binary CSPs of domain
size three, are presented in Section 4.

3.1 A Reduction Template

Let F = C1∧C2∧· · ·∧Cm be a CNF formula over variables x1, x2, . . . , xn. Without
loss of generality, we assume that n is even and n ≥ 4. We split the variable set into
high variables x1, x2 . . . , xn/2 and the low variables xn/2+1, xn/2+2 . . . , xn. Let
P = {p1, p2, . . . , p2n/2} be the set of all truth assignments into the high variables,
and similarly let Q = {q1, q2, . . . , q2n/2} be the set of all truth assignments into
the low variables. For p ∈ P and q ∈ Q, denote by pq the assignment into
variables x1, x2, . . . , xn obtained by combining p and q.

We now construct a new formula F ′ from F as follows. The variable set of F ′
is

{yr : r ∈ P ∪Q} ∪ {ci : i = 1, 2, . . . ,m} ∪ {w} ,

and the clauses of F ′ are given by the following three rules.

(1) For each partial assignment p ∈ P and clause Ci ∈ F , if p satisfies Ci we
include the clause (¬yp ∨ ci), or equivalently, (yp → ci).

(2) For each partial assignment q ∈ Q, we include the clause(
yq ∨

∨
i : q(Ci)6=1

¬ci
)
, or equivalently,

(( ∧
i : q(Ci)6=1

ci
)
→ yq

)
.

In words, this clause states that having ci = 1 for all clauses Ci ∈ F that are
not satisfied by q implies yq = 1. Without loss of generality, we will assume
that the original formula F contains the tautological clauses (x1 ∨ ¬x1) and
(x2 ∨ ¬x2). This ensures that clauses generated by this rule have length at
least 3; in particular, they are not units.

(3) For each partial assignment q ∈ Q, we include the clause (¬yq ∨ w), or
equivalently, (yq → w).

Intuitively, the important feature of F ′ is how unit propagation behaves
on the formula. The variables of F ′ can be seen to be arranged in layers, as
illustrated in Figure 1. These layers are (1) the high variables {yp : p ∈ P}, (2)
the clause variables {c1, c2, . . . , cm}, (3) the low variables {yq : q ∈ Q}, and (4)
the terminal variable {w}. Clauses are implications from variables on layer i
to a single variable on layer i + 1. As all the clauses are Horn, positive units
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Fig. 1. Illustration of the reduction

will propagate only downwards towards the terminal w, and negative units will
propagate only upwards toward the variables yp.

Furthermore, the “satisfiability gadgets” consisting of the clauses (2) control
the flow of unit propagation between variables yp and w. That is, the only way
for unit propagation to pass through these gadgets is that we start from a literal
yp for an assignment p that can be extended to a satisfying assignment for F .

More formally, we make the following observations about F ′.

Lemma 2. Given a CNF formula F with n variables and m clauses, F ′ is a
CNF formula with N clauses and M variables such that

(a) F ′ is a Horn-CNF formula,
(b) F ′ is satisfied by assigning all variables to 0,
(c) N = 2n/2 +m+ 1,
(d) M = 2n/2 poly(m), and
(e) F ′ can be constructed in time 2n/2 poly(n,m).

Lemma 3. Let p ∈ P be fixed.

(a) If there is a q ∈ Q such that pq satisfies F , then F ′ ∧ (yp) `up (w).
(b) if there is no q ∈ Q such that pq satisfies F , then unit propagation on F ′∧(yp)

derives exactly the units (ci) for i such that p(Ci) = 1.
(c) Unit propagation on F ′ ∧ (¬w) derives exactly the units (¬yq) for q ∈ Q.

Proof. Fix p ∈ P and q ∈ Q. We start by making the following simple observation:
the assignment pq satisfies F if and only if {i : p(Ci) 6= 1} ∩ {i : q(Ci) 6= 1} = ∅,
which in turn is equivalent to {i : q(Ci) 6= 1} ⊆ {i : p(Ci) = 1}.

For (a), assume that there is q ∈ Q such that pq satisfies F . For any i such
that p(Ci) = 1, we have (yp → ci), and thus F ′ ∧ (yp) `up (ci). Since pq satisfies
F , we have by the earlier observation that F ′ ∧ (yp) `up (ci) for all i such that
q(Ci) 6= 1. Thus unit propagation derives (yq) using the clause

(∧
q(Ci) 6=1 ci

)
→ yq,

and, further, (w) using the clause (yq → w).



For (b), note that unit resolution on F ′ ∧ (yp) immediately derives (ci) for
i such that p(Ci) = 1, and no other units are immediately derived or already
present in F ′. Since pq does not satisfy F for any q ∈ Q, we have {i : p(Ci) 6= 1}∩
{i : q(Ci) 6= 1} 6= ∅. Thus, unit propagation does not derive (yq) from the clause(∧

q(Ci)6=1 ci
)
→ yq, nor does it derive (w).

For (c), note that F ′∧(¬w) `up (¬yq) for all q ∈ Q, using the clause (yq → w).
Since each clause

(∧
q(Ci)6=1 ci

)
→ yq has length at least 3 and variables w and

yq do not appear in any other clauses, no further units are derived.

3.2 The Lower Bound

To complete the reduction to failed literal existence, we construct the formula
Ffl by adding the clause (¬w ∨ ¬yp) or equivalently, (w → ¬yp) to F ′ for each
p ∈ P . Lemma 2 also holds for Ffl. Furthermore, we have the following.

Lemma 4. Let ` be a literal in Ffl. We have that

(a) ` is a failed literal in Ffl if ` = yp for some p ∈ P and there is a q ∈ Q such
that pq satisfies F , and

(b) ` is not a failed literal otherwise.

Proof. First, we note that (a) follows from Lemma 3(a), as we have Ffl ∧ (yp) `up
(w) and (w → ¬yp) if p satisfies the conditions of (a). Thus, it suffices to show
that there are no other failed literals.

Now let ` be literal that does not satisfy the requirements of (a). We show
that Ffl ∧ (`) is satisfiable, so ` cannot be a failed literal. There are three cases
to consider.

1. If ` is a negative literal, assigning all variables to 0 satisfies Ffl ∧ (`), as all
clauses are non-unit Horn clauses.

2. If ` is a positive literal and ` is not of form yp, then assigning variables in
the set {`, w} ∪ {yq : q ∈ Q} to 1 and other variables to 0 satisfies Ffl ∧ (`).

3. If ` = yp for some p ∈ P and pq does not satisfy F for any q ∈ Q, then by
Lemma 3(b) assigning yp and all variables ci such that p(Ci) = 1 to 1 and
other variables to 0 satisfies Ffl ∧ (yp).

The formula Ffl is still not necessarily 3-CNF. However, standard rewriting of
a long clause as clauses of length 3 preserves the Horn property: rewriting a Horn
clause (x1 ∧ · · · ∧ xk−1)→ l), where l is either xk or ¬xk, using fresh variables
a3, . . . , ak−1 gives the Horn clauses(

(x1 ∧ x2)→ a3
)
∧
(
(a3 ∧ x3)→ a4

)
∧ · · · ∧

(
(ak−1 ∧ xk−1)→ l

)
.

This rewriting preserves unit propagations over the original clause, and hence
does not affect the existence of failed literals.

Theorem 1 follows now from Lemmas 1–4 and the rewriting from Horn-CNF
to Horn-3-CNF.



4 Extensions

The reduction template described in Section 3.1 can be used to prove similar
lower bounds for existence problems over other notions related to failed literals.
Here we consider the existence problem for asymmetric tautologies and literals,
and checking singleton arc consistency of binary CSPs of domain size three.

For a CNF formula F , a clause C = (l1 ∨ · · · ∨ lk) ∈ F is an asymmetric
tautology [19] if unit propagation derives a conflict on (F \C)∧ (¬l1)∧ · · ·∧ (¬lk).
If C is an asymmetric tautology, then F can be simplified by letting F := F \ C.
A clause C ∈ F , a literal ` is an asymmetric literal in C if unit propagation on
F ∨ (`) derives (`′) for some `′ ∈ C \ {`}. If ` is an asymmetric tautology in
C, then F can be simplified by letting F := (F \ C) ∧ (C \ l). The notion of
asymmetric literals is a generalization of hidden literals [20]. Both asymmetric
tautologies and asymmetric literals are detected e.g. by vivification and during
inprocessing within the Lingeling SAT solver [4].

Furthermore, we consider the problem of checking singleton arc consistency [10,
36] of constraint satisfaction problems (CSPs) with constraints over pairs of
variable (i.e., binary CSPs) and with variable domains restricted to cardinality
three. On CNF formulas, checking singleton arc consistency is equivalent to
checking for the existence of failed literals, and extends to naturally to CSPs1.
Here we consider the restricted setting of (3, 2)-CSPs, i.e., binary CSPs with
variable domains restricted to cardinality three.

Theorem 2. Let ε > 0. There is a 2(1−ε/2)n poly(n,m) time algorithm for
CNF-SAT on formulas with n variables and m clauses if one of the following
holds.

(a) There is a O
(
(N +M)2−ε) algorithm for asymmetric tautology existence over

Horn-3-CNF formulas with N variables and M clauses.
(b) There is a O

(
(N +M)2−ε) algorithm for asymmetric literal existence over

Horn-3-CNF formulas with N variables and M clauses.
(c) There is a O

(
(N +M)2−ε) algorithm for checking singleton arc consistency

over (3, 2)-CSPs with N variables and M constraints.

Proof sketch. For (a) and (b), we start from the reduction template given in
Section 3.1 and extend it in a similar manner as in Section 3.2 with following
differences. For (a), we construct formula Fat by adding the clause (yp → w)
to F ′ for each p ∈ P . This new clause is an asymmetric tautology if and only
if p can be extended to a satisfying assignment for F , and there are no other
asymmetric tautologies in Fat (compare with Lemma 4).
1 Enforcing arc consistency refers to reducing the variable domains of a CSP until
fixpoint using the following rule: if there is a variable x and a value v in the domain
D(x) of x that is not supported by a constraint in the CSP, then letD(x) := D(x)\{v}.
A CSP is singleton arc consistent if for all x and v ∈ D(x), enforcing singleton arc
consistency on the CSP after assigning D(x) := {v} does not result in an empty
domain for some variable.



For (b), we construct the formula Fal by adding the clause (w ∨ yp) to F ′ for
each p ∈ P ; again, only possible asymmetric literals arise from these clauses and
correspond to satisfying assignments of F as before. Replacing w with ¬w in all
clauses gives a Horn formula.

For (c), we transform the Horn-3-CNF formula Ffl obtained from the failed
literal reduction into (3, 2)-CSP instance, by emulating each length 3 Horn clause
with two binary constraints over domain of size 3. That is, we replace each
clause

(
(a ∧ b) → c

)
by two constraints C and C ′ as follows. For C, we set

var(C) = {a, c} and allow all assignments with a = 0 or a = 2, and assignments
a = 1, c = 0 and a = 1, c = 2. For C ′, we set var(C ′) = {b, c} and allow all
assignments with b = 0 or b = 2, and assignments b = 1, c = 0 and b = 1, c = 1.
The resulting CSP instance is singleton arc consistent if and only if Ffl has no
failed literals.

5 Concluding Remarks

We established a connection between the strong exponential time hypothesis
and the existence of subquadratic algorithms for checking whether a given CNF
formula contains at least one failed literal, as well as several other related
simplification techniques. Any improvement over the obvious algorithm for failed
literal existence, even on Horn-3-CNF formulas, would require a major algorithmic
breakthrough.

However, several questions related to our results remain open. So far, we
were unable to establish a similar lower bound for failed literal existence for
2-CNF formulas, and as such cannot rule out the possibility of a subquadratic
algorithm for the 2-CNF case. In contrast, our proofs require clauses of width 3,
or domain size 3 in the case of binary CSPs. Similarly, it is open whether there
exist O

(
(n+m)3−ε) time algorithms for computing the fixpoint of failed literal

elimination. Proving a conditional lower bound for the fixpoint computation
would be a stronger result than our lower bound for failed literal existence. Again,
it is not clear whether such a lower bound can be established, especially in the
limited setting of Horn-CNFs; note that for 2-CNFs, computing the fixpoint can
be done in time O

(
n(n + m)

)
, as all failed literals in the fixpoint fail without

eliminating other failed literals first. Another possible extension of our results
would be to prove a more general conditional lower bound for k-step lookahead,
i.e., the extension of failed literal existence / failed literal elimination (i.e., 1-step
lookahead) to testing sets of k > 1 literals instead of a single literal at a time [16].

Finally, a converse result—that is, showing that faster CNF-SAT algorithms
would imply faster algorithms for failed literal existence—would give an even
tighter connection between the complexity of the two problems.
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